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Abstract
Learning a new language can be challenging. To help learners, we
built a recommendation system that suggests texts and videos based
on the learners’ skill level of the language and topic interests. Our
system analyzes content to determine its difficulty and topic, and,
if needed, can simplify complex texts while maintaining seman-
tics. Our work explores the holistic use of Large Language Models
(LLMs) for the various sub-tasks involved for accurate recommenda-
tions: difficulty estimation and simplification, graph recommender
engine, topic estimation. We present a comprehensive evaluation
comparing zero-shot and fine-tuned LLMs, demonstrating signifi-
cant improvements in French content difficulty prediction (18−56%),
topic prediction accuracy (27%), and recommendation relevance
(up to 18% NDCG increase).
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1 Introduction
Research has shown that reading texts in a foreign language is
extremely beneficial to its learning [34], especially when the con-
tent is of interest to the reader [4]. With this in mind, we have
designed a recommendation system to facilitate language learn-
ing. The system selects texts adapted to each user’s level of lin-
guistic competence and aligned with their personal interests. To
easily enrich the content used by this system, we envisaged an
autonomous approach that does not require pre-labeled data and
can autonomously recommend a variety of texts. We have identified
four essential components for the development of this system:

(1) A model for evaluating the complexity of a text (to
discover content that matches the user’s knowledge of a foreign
language)

(2) A model for simplifying a text while preserving its
meaning (to increase the volume of available content and
improve the relevance of recommendations)

(3) A model for classifying text in various domains (to
present only content that matches the user’s preferences)

(4) A recommendation system (which uses the results of the
three previous models to rank and suggest the most suitable
content)

These tasks can largely benefit from the use of LLMs (Large
Language Models). We have evaluated the performance that small,
specialized models can offer in comparison with larger, more gen-
eral models. To test the viability of our recommendation system, we
developed an LLM-driven method for each task and measured the
performance to different state-of-the-art models. Our tests were car-
ried out on French texts, but the underlying methods are language-
agnostic and can be applied to other foreign languages.

Contributions of this work include: a) A method for automati-
cally evaluating the difficulty of a foreign text, and a method for
simplifying and reducing the linguistic difficulty, if deemed nec-
essary (e.g. discovering content that would be on a topic relevant
for the user, but it is too difficult for the user to understand). b) A
comparative performance analysis of models of different sizes, with
and without fine tuning on the four defined tasks. c) The design

https://orcid.org/0000-0001-6061-2154
https://orcid.org/0000-0002-5641-9818
https://orcid.org/0000-0002-2699-4723
https://orcid.org/0000-0003-1008-5290
https://doi.org/10.1145/3640457.3688181
https://doi.org/10.1145/3640457.3688181
https://doi.org/10.1145/3640457.3688181


RecSys ’24, October 14–18, 2024, Bari, Italy Jamet, Manderlier et al.

of an architecture that facilitates automatic text recommendation
based on the user’s language proficiency level and interests.

2 Related Work
For difficulty estimation, readability formulas like Flesch-Kincaid,
SMOG, and Gunning Fog Index have been extended to various lan-
guages but primarily target native speakers [9, 24, 35]. Machine
learning techniques using syntactic complexity, word frequency,
and semantic similarity offer another approach [9, 16]. Recent ad-
vances include integrating pre-trained embeddings into readability
models [19, 20, 22, 33], though the use of LLMs for difficulty pre-
diction is underexplored. Our work demonstrates that LLMs can
significantly boost accuracy in this area.

Text classification involves categorizing texts into fixed classes,
with large-scale LLMs generally surpassing traditional models in
tasks requiring extensive language knowledge such as estimating
text difficulty [5, 31, 32]. These larger models typically outperform
smaller counterparts like BERT, especially in zero-shot learning
scenarios [6, 7, 11, 12, 17, 21, 29]. However, for topic classification
tasks, this performance advantage becomes more ambiguous. Our
research confirms these patterns within the context of French lan-
guage texts. Evaluating text simplification systems relies on robust
metrics. While traditional metrics such as BLEU and ROUGE are
less effective for simplification, the SARI metric evaluates the qual-
ity of modifications, and QUESTEVAL uses semantic questioning,
better aligning with human judgment [2, 28].

Text summarization aims to condense content, maintaining
critical points, whereas simplification reduces complexity, enhanc-
ing readability [28]. Lay summarization combines these approaches
using models like BERT and PEGASUS to make technical content
accessible [8, 13, 30, 36]. Advances in LLMs have markedly affected
text simplification, with models likeGPT-3 showing notable efficacy
in simplification tasks [15, 26].

In recommender systems, one can use pre-trained embedding
to capture the semantic of content. Graph-based recommendation
methods have been extensively studied [14, 23, 37], but the use of
LLMs for generating rich embeddings is recent. Studies show that
LLM-generated embeddings enhance graph-based methods [10].
Our system leverages LLM embeddings to improve recommenda-
tion quality and personalization.

3 Methodology
3.1 Difficulty estimation
For a foreign language recommendation system, it is crucial to
discover content that aligns with the learner’s knowledge of the
foreign language. Our methodology aims to create a recommen-
dation system that provides texts at an appropriate level to help
learners progress in French. The difficulty estimation of foreign text
is treated as a classification problem, in which we seek to predict
the CEFR difficulty level of a given text.

This difficulty estimation system serves two primary purposes: to
recommend appropriate texts to readers based on their proficiency
level, and to evaluate the effectiveness of our text simplification
models, which will be discussed in subsequent sections. Within
the recommendation system, it will be used to assess the level of

all texts, enabling their organization, classification, and ranking to
suggest texts tailored to the reader’s level.

To develop and evaluate our models, we used three different
annotated datasets with distinct characteristics: 1) LjL from [19],
containing items with multi-sentence content and leveled labels;
2) Internet-derived sentences (sentencesInternet), annotated by
university students, utilized fully if consensus was achieved on dif-
ficulty, matched to CEFR levels; and 3) literature-sourced sentences
(sentencesBooks) labeled by a language professor, using error-free
outputs from an OCR process, also aligned with CEFR standards.
The models were tested using an 80/20 train-test split.

We benchmarked our difficulty estimator against readability met-
rics (FKGL, GFI, ARI) noted in Table 1, adapting these for French.
Traditional metrics, predictive of a continuous difficulty scale, con-
trast with our discrete label approach. To align with our methodol-
ogy, we trained a logistic regression model, effectively transforming
regression into classification for comparative evaluation.

Additionally, we tested various Large Language Models (LLMs),
including those trained specifically on French data. These models,
fine-tuned on the task-specific dataset, were evaluated for F1-score
in varied contexts (with and without specific training scenarios), as
shown in Table 1. This comprehensive evaluation allows us to assess
the capabilities of existing general models in predicting appropriate
levels when given a text, which is crucial for both recommending
suitable texts to readers and evaluating the efficacy of our text
simplification models in the following section.

3.2 Text simplification
In a recommendation setting, we may discover content that is rele-
vant for a user (based on the declared topics of interests), but may
be too difficult for the user to understand. In this case, the text can
be further simplified.

We model automatic text simplification as a sequence-to-
sequence text generation problem on which we fine-tuned an LLM
using pairs of sentences with the format "original sentence → sim-
plified sentence with exactly one CEFR level lower than the original
sentence". In experiments, post-trainingwith only 125 sentence pairs
yielded significant improvements over a zero-shot LLM approach.
We note, that the simplification we perform is sentence-by-sentence.

A central challenge in text simplification is maintaining the
original text’s semantics while simplifying effectively. We introduce
two metrics to address this: simplification accuracy and semantic
similarity. Simplification accuracy (𝐴) is defined as the sum of the
two-by-two product of the cumulative probabilities of belonging to
each class between the original sentence (from level A2 to C2) and
the simplified sentence (from level A1 to C1). It’s a score between 0
and 1, reflecting the probability of the simplified text being at least
one CEFR difficulty level lower than the original.

To calculate this probability, we use the CamemBERT model
trained on the SentencesBooks dataset, which offers the best per-
formance while remaining relatively lightweight. We use this model
to estimate the CEFR difficulty level of both the simplified and orig-
inal sentences. For enhanced precision in our evaluation, we utilize
the logits from the classification model to compute the probability
that the generated text is simpler than the original, independently
of the actual level of the original text. This approach not only helps

https://www.coe.int/en/web/common-european-framework-reference-languages/level-descriptions
https://en.wikipedia.org/wiki/Flesch%E2%80%93Kincaid_readability_tests#History
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https://en.wikipedia.org/wiki/Automated_readability_index


Evaluation and simplification of text difficulty using LLMs in the context of recommending texts to facilitate language learning RecSys ’24, October 14–18, 2024, Bari, Italy

reduce biases inherent in our difficulty estimation model but also
provides a more nuanced assessment of the simplification process.

Semantic similarity (𝑆), ranging from 0 to 1, measures how
closely the semantic content of the simplified text aligns with the
original, using the cosine similarity of their embeddings. We com-
bine these metrics into a weighted score:

w-Score = 2 × 𝑤1 ×𝐴 ×𝑤2 × 𝑆

𝑤1 ×𝐴 +𝑤2 × 𝑆

where𝑤2 = (1 −𝑤1) = 0.5, balancing both metrics equally in our
tests.

All models were evaluated from a zero-shot perspective, with
the best result retained for each model. We also assessed the per-
formance of these models after fine-tuning, using the datasets de-
scribed below, with the exception of GPT-4 andGPT-4o, for which
fine-tuning capabilities were not available at the time of writing.
It’s worth noting that Davinci was the only model whose zero-shot
results were too poor to allow for meaningful interpretation, and
thus was only evaluated in its fine-tuned state. Datasets used are
described below:

Training-set. To fine-tune our models for the task of simplification,
we need a dataset of French sentences with their simplifications
at an associated lower CEFR level. We used GPT4 to generate 125
sentences (25 from each level A2, B1, B2, C1, C2) and their
simplified versions. This dataset was further reviewed by a native
French speaker.

Test-set. We take, per difficulty level A2, B1, B2, C1, C2
(Level A1 cannot be simplified), 100 random sentences from the
sentencesBooks and sentencesInternet dataset. The test-set
consists of 5 × 100 × 2 = 1000 sentences.

3.3 Topic classification
In a recommendation setting, the user will declare expertise of a
language and topical interests, and the system will discover rel-
evant content. We can use LLMs to accurately predict the topic
of a textual content. The LLM will act as a label predictor for the
topic. We trained and evaluated the LLM performance using data
from an existing recommendation platform focusing on language
learning and reading behavior, called Zeeguu, which recommends
news articles. The dataset contains 1743 {Text, Label} pairs, split
into training (80%) and testing (20%) sets. Labels encompassed 11
categories: World, Travel, Music, Culture, Business, Food, Sport,
Politics, Health, Science, and Technology. Our methodology in-
volved training and evaluating different models on a classification
task aimed at associating each text with its preponderant topic. We
explored various approaches, including zero-shot inference, fine-
tuning, and adapting pre-trained models using logistic regression.
To comprehensively assess the task, we selected models of different
sizes and architectures, allowing us to investigate the trade-offs
between model complexity and performance in this specific domain.
The results were evaluated using accuracy metrics, including top-1,
top-3, and top-5 accuracy.

3.4 Recommender System
In our proposed system, we aim to harness the strengths of both
content-based filtering and collaborative filtering to recommend

data more effectively. This dual approach allows us to leverage a
comprehensive set of data, thereby enhancing the accuracy and
relevance of our recommendations. Our strategy focuses on aug-
menting LightGCN [18], a widely-used graph convolutional net-
work model that traditionally handles only user-item interactions.
Our approach enhances LightGCN by using embeddings based
on Large Language Models (LLMs) to represent the items of the
recommendation system.

3.4.1 Item Embeddings. We use LLMs to analyze and understand
the semantic content of the items. By inputting the item texts into
an LLM, we generate high-quality, representative embeddings for
each item. These embeddings encapsulate the nuanced meanings
and relationships inherent in the text, providing a richer context
for each item.

3.4.2 User Embeddings. To represent each user, we generate user
embeddings based on the last𝑛 items a user has interacted with. The
value of 𝑛 will be varied and tested in the results section to identify
the optimal configuration. By aggregating the embeddings of these
last 𝑛 items, we construct a representative embedding for each user.
This method ensures that the user embeddings are informed by the
user’s recent interactions, providing a dynamic and contextually
relevant representation.

Figure 1: The process of generating item embeddings using large lan-
guage models (LLMs) and combining them to form user embeddings.

Instead of relying on random initialization, we use the embed-
dings generated by the LLMs as the starting point for LightGCN.
This approach places items and users in an embedding space where
similar nodes are naturally proximate, establishing a more coher-
ent and meaningful starting structure. The process of initializing
embeddings is illustrated in Figure 1.

LightGCN then processes these semantically enriched embed-
dings, refining them through the learning of collaborative links
between users and items. This iterative learning process enables
the system to fine-tune the embeddings based on user interaction
data, progressively improving the recommendation quality. By en-
riching LightGCN with semantically informed embeddings from
LLMs, our system combines the depth of content-based analysis
with the breadth of collaborative filtering. This synergy not only
optimizes the initial placement of items and users in the embedding
space but also enhances the model’s ability to learn and predict user
preferences, resulting in superior recommendation performance.
The process by which LightGCN generates recommendations is
briefly summarized in Figure 2.

4 Results
A video of the interface demonstrating the subsection 4.1 (difficulty
estimation) and subsection 4.2 (text simplification) parts can be

https://github.com/zeeguu/data-releases
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Figure 2: Generating a prediction score for user preference towards
an item using LightGCN.

viewed here. The project code, including data preparation, model
training and evaluation, and figure creation, can be found here.

4.1 Difficulty estimation
Our results, presented in Table 1, reveal that LLMs outperform
standard readability indices significantly. The addition of a context
sentence, can further improve the LLMs’ classification accuracy
by leveraging their understanding of CEFR notation, as evidenced
for the Mistral-7B model. The GPT3.5 model with context con-
sistently exhibits superior performance. Notably, the CamemBert
model, despite its smaller size, achieves the highest accuracy on
the SentencesBooks dataset. To evaluate model performance in this
CEFR level classification task, we use accuracy as our primary
metric. Accuracy is determined by calculating the proportion of
correct predictions across all CEFR levels, which is derived from
the confusion matrix by dividing the sum of its diagonal elements
(representing correct classifications) by the total number of predic-
tions.

Table 1: Difficulty estimation metrics for all datasets.

LjL SentencesInternet SentencesBooks
model context

GPT-3.51 ✓ 0.72 0.90 0.50
- 0.73 0.87 0.49

BERT1 - 0.62 0.82 0.52
Mistral1 ✓ 0.64 0.75 0.51

Davinci1 - 0.59 0.82 0.47
✓ 0.61 0.81 0.47

Mistral1 - 0.47 0.63 0.35
FKGL - 0.42 0.34 0.35
GFI - 0.45 0.32 0.34
ARI - 0.40 0.34 0.34

1 In this figure, "GPT3.5" corresponds to gpt-3.5-turbo-0613, "BERT" to
camembert-base, "Mistral" to Mistral-7B, and "Davinci" to davinci-02.

A sample context for the LLM is shown here2:
1 You are a linguistic expert specialized in evaluating French

↩→ language levels according to the Common European
↩→ Framework of Reference for Languages (CEFR). Your task
↩→ is to classify the following French text into one of
↩→ the CEFR levels: A1, A2, B1, B2, C1, or C2. Respond
↩→ ONLY with the most appropriate level label, without any
↩→ explanation or additional text.

2
3 Example:
4 Text to classify: "Bonjour, je m'appelle Jean. J'habite à Paris.

↩→ J'aime jouer au football."
5 CEFR Level: A1
6
7 Now, classify this French text:
8 {{ text_to_classify }}
9
10 CEFR Level:

4.2 Text Simplification
Table 2 demonstrates that all tested LLMs, except Davinci, per-
form well in simplification tasks. The fine-tuned models perform
better in general, in particularMistral-7B whose fine-tuned ver-
sion is much better and is our best model for this task. GPT-4 and
GPT-4o showed unexpectedly weak results, possibly due to unso-
licited contextual phrases in its outputs, which were retained in our
evaluation for consistent comparison. In Table 2 and Figure 3 we
present the different components of the metric w-score introduced
in subsection 3.2.

Table 2: Results for the text simplification task.

model fine-
tuned

Simplification
Accuracy

Semantic
Similarity

Weighted-
Score

Mistral2 ✓ 0.59 0.91 0.72
GPT-3.52 ✓ 0.57 0.91 0.70
GPT3.52 - 0.53 0.93 0.67
GPT-4 - 0.51 0.93 0.66
Mistral2 - 0.47 0.93 0.63
GPT-4o - 0.46 0.89 0.60
Davinci2 ✓ 0.44 0.83 0.57

Figure 3: Iterative CEFR C2 sentence simplification using Mistral-7B,
with CamemBERT for difficulty estimation and cosine similarity for
evaluating text similarity. Results averaged over 100 experiments.

2 The original was in French and has been translated here for readability purposes.
Note that this context had to be slightly modified for the LjL dataset as it did not use
the CEFR classification system, but the structure remained the same.

https://streamable.com/mlb91y
https://github.com/hjamet/LLM-Difficulty-Based-Recommendation/
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4.3 Topic classification
We evaluate how accurate an LLM can predict the topic of a text.
On Table 3, we see a clear superiority of the fine-tuned version of
the Flaubert model, which is specialized for French text, over all
other zero-shot models, despite their considerable difference in size.
These results suggest that small, specialised models are preferable
to much larger, more general models for specific classification tasks,
a conclusion that is in line with other recent studies [3], [1], [25].

Table 3: Results for topic classification accuracy.

accuracy
model
Flaubert-fine-tuned 0.74
GPT-4-turbo-2024-04-09 0.61
GPT-4o-2024-05-13 0.61
GPT-3.5-turbo-1106 0.58
Flaubert-pretrained 0.56
mDeBERTa 0.45
Davinci-002 0.09

4.4 Recommender System
We evaluate the recommendation accuracy and related metrics us-
ing LLM-enhanced recommendation models across diverse datasets,
including Zeeguu, ml-100k, Goodreads, and Tomplay. Table 4 sum-
marizes these datasets.
Table 4: Overview of datasets used for the recommendation task.

Dataset # Users # Items # Interactions Sparsity Test data

Zeeguu 1,574 21,030 25,227 99.92% 20.77%
ml-100k 942 1,447 55,375 95.94% 20.01%
Goodreads 39,628 92,131 504,585 99.99% 22.37%
Tomplay 35,028 30,050 724,651 99.93% 19.96%

4.4.1 Data Pre-processing. Datasets were split into training and
test sets, excluding users with a single interaction and aiming for
an 80/20 train-test ratio.

4.4.2 Embeddings. Item embeddings were generated using BERT
and ADA v2, known for their semantic capabilities. User embed-
dings were computed as the mean of the last 𝑛 items viewed by a
user, with smaller 𝑛 values generally yielding better performance.

4.4.3 Models. We evaluated ALS, BPR, LMF, and LightGCN to
establish baselines and measure the improvements achieved with
precomputed embeddings in LightGCN. Recent studies have reaf-
firmed the relevance of these models, particularly ALS [27].

4.4.4 Results. In Table 5, we observe consistent improvements in
LightGCN’s performance with pre-trained embeddings over Xavier
initialization, particularly for text-rich datasets like Zeeguu and
Goodreads. For Zeeguu, ADA shows a 12.12% improvement in
NDCG@5 and BERT a 1.67% increase, highlighting the influence of
high-quality textual information. In the ml-100k dataset, ADA saw
a 0.52% increase and BERT a 2.59% increase. For Goodreads, ADA
improved NDCG@5 by 18.75% and BERT by 13.7%. In the Tomplay
dataset, ADA showed a 1.54% increase and BERT a 1.18% increase,
likely due to the more compact textual content of the dataset. De-
spite this, both embeddings significantly outperform the Xavier

Table 5: Evaluation Results.
Dataset Model Recall@5 Precision@5 F1@5 NDCG@5 MRR@5 MAP@5

Zeeguu ALS 0.0626 0.0236 0.0309 0.0595 0.0774 0.0498
BPR 0.0182 0.0061 0.0082 0.0168 0.0191 0.0146
LMF 0.0251 0.0084 0.0116 0.0235 0.0291 0.0202

LightGCN ADA (9 layers) 0.0721 0.0274 0.0352 0.0666 0.0843 0.0550
LightGCN Xavier ADA (10 layers) 0.0630 0.0238 0.0308 0.0594 0.0759 0.0498

LightGCN Bert (10 layers) 0.0659 0.0249 0.0323 0.0609 0.0788 0.0501
LightGCN Xavier Bert (10 layers) 0.0622 0.0231 0.0300 0.0599 0.0765 0.0508

ml-100k ALS 0.0767 0.1285 0.0806 0.1414 0.2504 0.0850
BPR 0.0551 0.0975 0.0580 0.1084 0.1995 0.0634
LMF 0.0381 0.0635 0.0400 0.0704 0.1419 0.0379

LightGCN ADA (2 layers) 0.0903 0.1348 0.0882 0.1556 0.2682 0.0975
LightGCN Xavier ADA (2 layers) 0.0881 0.1346 0.0869 0.1548 0.2720 0.0958

LightGCN Bert (2 layers) 0.0855 0.1316 0.0847 0.1547 0.2761 0.0971
LightGCN Xavier Bert (1 layer) 0.0855 0.1323 0.0847 0.1508 0.2636 0.0922

Goodreads ALS 0.0634 0.0156 0.0237 0.0447 0.0419 0.0366
BPR 0.0447 0.0114 0.0168 0.0323 0.0323 0.0261
LMF 0.0432 0.0099 0.0155 0.0280 0.0245 0.0221

LightGCN ADA (2 layers) 0.0732 0.0183 0.0275 0.0513 0.0481 0.0415
LightGCN Xavier ADA (3 layers) 0.0603 0.0155 0.0231 0.0432 0.0415 0.0352

LightGCN BERT (5 layers) 0.0673 0.0170 0.0254 0.0473 0.0449 0.0382
LightGCN Xavier BERT (2 layers) 0.0570 0.0149 0.0220 0.0416 0.0405 0.0340

Tomplay ALS 0.0875 0.0598 0.0650 0.0838 0.1408 0.0528
BPR 0.0295 0.0236 0.0246 0.0306 0.0583 0.0178
LMF 0.0327 0.0249 0.0263 0.0323 0.0598 0.0187

LightGCN ADA (2 layers) 0.0958 0.0646 0.0706 0.0924 0.1541 0.0595
LightGCN Xavier ADA (3 layers) 0.0943 0.0643 0.0699 0.0910 0.1528 0.0581

LightGCN Bert (2 layers) 0.0984 0.0660 0.0722 0.0947 0.1582 0.0608
LightGCN Xavier Bert (2 layers) 0.0966 0.0656 0.0715 0.0936 0.1566 0.0601

initialization, emphasizing the value of pre-trained embeddings
across different datasets.

Additionally, the Zeeguu dataset benefits from a higher num-
ber of layers in LightGCN, indicating that increased model depth
enhances recommendation accuracy in sparse datasets.

5 Conclusion
This study lays the groundwork for a novel, cost-effective approach
to foreign language learning by combining advanced natural lan-
guage processing techniques with hybrid recommendation systems.
We have developed an integrated system comprising a robust LLM-
based method for estimating text difficulty, a meaning-preserving
text simplification algorithm, and an efficient topic classification
system. These elements have been integrated into a hybrid recom-
mendation framework using LightGCN with pre-trained embed-
dings, designed to operate with limited computational resources
and training data.

Our experiments demonstrate that small, specifically fine-tuned
language models can compete with larger, more general models
for specialized tasks, offering a balance between performance and
resource efficiency. The resulting system can recommend content
adapted to the learner’s linguistic level while respecting their the-
matic interests.

Although our study focused on French, the proposed approach
is designed to be language-independent. The significant improve-
ments observed in recommendation performance, particularly for
text-rich datasets, underscore the effectiveness of our approach.
User studies could further validate these results by evaluating the
system’s effectiveness in real-world language learning scenarios.
Additionally, extending the evaluation to multiple languages and
comparing with state-of-the-art models could strengthen the valid-
ity and applicability of our approach.

This study provides a solid foundation for future research in per-
sonalized language learning systems and other areas of AI-assisted
education.
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